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Abstract— Robots placed in human-oriented dynamic envi-
ronments, such as private homes, shopping malls, healthcare
facilities, are likely to exhibit occasional behaviours which are
perceived by people as unexpected, failures, or actual errors.
Robots’ errors can negatively affect people’s perception of the
robotic behaviours, in terms of usefulness, functionalities and
capabilities, trustworthiness and acceptability. This session will
focus on examine how people from perceive robot’s failures in
short- and long-term interactions, and highlight how different
failures influence their perceptions and emotions toward the
robots. This will help with subject related to classifying of robot
errors from the aspect of human (e.g. intentional, voluntarily,
perceived vs. real errors – recklessness, forgetfulness, poor mo-
tivation –) and robot dimensions (e.g. actual error - algorithms,
sensors, actuators). This session will explore how different
techniques can be used to enhancing natural human-robot
communication (such as inner speech, legibility, predictability
and transparency of robotic behaviours, explicit and non-
explicit strategies) can be used to help people understand
the implications, risks, and goals of robots’ behaviours and
to mitigate the perception of the failures. In this session, we
also want to explore strategies both to prevent robots from
exhibiting unintended behaviours, and to mitigate the effects
of robot errors on human-robot interaction.

I. TITLE

To err is robotic: Understanding, preventing and resolving
robots’ failures in HRI

II. AIM & SCOPE

Robots might be placed in unpredictable human-oriented
dynamic environments. This includes environments outside
of controlled or structured laboratories, in private homes,
shopping malls, or healthcare facilities and it is likely that at
times they exhibit behaviours which might be perceived as
disruptive, erratic, faulty, or useless. In addition, robotics in
dynamic environments do not exhibit behaviors in a vacuum:
their behaviours may be influenced by unexpected people’s
behaviours. Unexpected human behaviors are unforeseen en-
vironmental variables that affect the robots’ sensor readings,
algorithms, and mechanical limitations. A robot’s decision-
making abilities may also be limited, so while trying to carry
on the correct course of actions, robots might still mistakenly
make the wrong decision. Moreover, people tend to attribute
any unexpected and incoherent robot behaviours, perceived
robot failures or actual failures as robot errors [1]–[3]. For
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example, a robot that navigates too slowly might be con-
sidered having faulty behaviours. People’s perception of the
robotic behaviours, in terms of usefulness, functionalities and
capabilities, trustworthiness and acceptability, is influenced
by the nature of the error. People’s perception of the negative
effects of robots’ errors may be principally differentiated
by consequences of the error [4], the timing in which this
may happen [5], the repetition of such errors over time, the
probability of a negative outcome, and so on. A first step in
identifying how robotic behaviours are perceived as failures
were to divide them in two categories [3]: technical and
interaction failures. Technical failures are considered errors
produced by hardware or software problems, which can de-
pend on an erroneous design, communication or processing.
In contrast, interaction failures are related to social norm vi-
olations, organisational and mental-model based faults (e.g.,
expectation) in the interaction within a particular context
between people and robots. However, robotics errors and how
these are perceived by people do not only depend on robot
self, but they are also a consequence of other factors. For
example, they may be a consequence of human errors, or
an unclear and non-transparent communication, or they may
depend on a misunderstanding and miscommunication of
the social, psychological and cognitive conventions expected
by people. Moreover, there are also some cases in which
these behaviours may be perceived as if robots intentionally
deceive or cheat people. As a consequence, these may result
in people wrongly interpreting and predicting the robots’
intents and behaviours, and negatively affecting Human-
Robot Interaction (HRI) [6].

In this session, we aim to further understand how robot’s
failures can be categorised, how the failures are perceived
by people, in short- and long-term interactions, and how
different failures influence people’s perceptions and emotions
toward the robots, by exploring aspects from both the robot
and human dimensions. In this direction, we will explore how
different techniques used for enhancing natural human-robot
communication, such as inner speech, legible, predictable
and transparent robotic behaviours, explicit and non-explicit
strategies, can be used to allow people to understand the im-
plications, risks, and goals of robots’ behaviours to mitigate
the perception of the failures.

While dealing with robotic failures, it is fundamental to
consider two different strategies. The first one is oriented to
prevent robots from exhibiting unintended behaviours, which
in some extreme cases may even endanger people’s, pets’
safety, or break objects. For example, roboticists [7] have
been borrowed strategies from agent-oriented theory, such
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as Software Verification Methods, to develop robots that are
able to adapt and recover from any erroneous behaviour by
analysing their own internal state, the state of the other agents
and the environmental context, or by ensuring that newly
created or learned behaviours do not collide with existing
ones [8]. Other approaches may include in endowing the
robots with the appropriate robot etiquette [9] and Theory of
Mind [10], to ensure that robots may meet people’s social
expectations. A second strategy is, instead, focused on miti-
gating the effects of robot errors on human-robot interaction
by endowing the robot with human-like expected behaviours
[4], [11], such as apologies, promises or additional reasons
that can explain or justify the erroneous behaviours. Another
inner ability of people is to be able to understand and predict
others’ behaviours, therefore, robots also need to be able to
show legible and predictable behaviours to enhance people’s
feeling of safety, comfort, efficiency and ability of the robot
itself.

Nonetheless, it is not clear how effective these strategies
might be with different types of errors (real or perceived), or
how these vary in long-term interactions. In this session, we
want to investigate which are the most appropriate strategies
for preventing, and recovering people’s positive perception
in a robot (i.e., trust, acceptance, reliance, and so on) in case
the robot may still exhibit erroneous behaviours.

The topics covered in this special session are in line with
the main theme of the conference (i.e., “Design New Bridge
for H-R-I”). In particular, we want to start by fostering
the [R] Robotic Recovery and Reconnection to allow [I]
Intelligent Interface and Interaction for the [H] Human
Health, Happiness and Hope. Notably, accepted topics
include, but are not limited to:

• Explainable AI (XAI) in HRI
• Multi-modal situation awareness and spatial cognition
• Social intelligence for robots in interactive and non-

interactive tasks
• Verifications Methods for autonomous agents
• Legibility, Predictability and Transparency in HRI
• Cognitive robotics
• Deception in HRI
• Robot cheating in HRI
• Theory of Mind, Mental models in HRI
• Robot etiquette
• Modelling Trust and Acceptance in HRI

III. TENTATIVE SPEAKERS

We commit to promote and increase the visibility of
the session through the most popular used channels to
reach the appropriate audience, such as robotics mailing-lists
and directly inviting leading researchers in the fields. We
expect submissions from experts in the fields of cognitive
and behavioural robotics, autonomous agents systems, and
social HRI. In particular, we prospect submissions from
representatives of the above-mentioned fields such as the
following:

• Antonio Chella, University of Palermo (Italy)

• Eduard Fosch-Villaronga, Leiden University (Nether-
lands)

• Georgios Angelopoulos, University of Naples Federico
II (Italy)

• Mohamed Chetouani, CNRS UMR7222, Sorbonne Uni-
versity (France)

• Pourya Aliasghari, University of Waterloo (Canada)
• Caroline L. van Straten, University of Amsterdam

(Netherlands)
• Alessandra Rossi, University of Naples Federico II

(Italy)
• HeeSun Choi, Texas Tech University (USA)
• P.A. Hancock, University of Central Florida (USA)
• Rachid Alami, LAAS-CNRS (France)
• Kheng Lee Koay, University of Hertfordshire (UK)
• Helen Hastie, Heriot-Watt University (UK)
• Shelly Levy-Tzedek, Ben-Gurion University of the

Negev (Israel)
• Kerstin Dautenhahn, University of Waterloo (Canada)
• Nicole Robinson, Monash University (Australia)
• Severin Lemaignan, PAL Robotics (Spain)
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His research interests include Mobile Robotics, Robotic
Home Companions and Human-Robot Interaction, in par-
ticular, aspects of human-centred socially acceptable in-
teractions, personalisation, trust, experimental design and
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graduate degree in Computer Science from the University of
Freiburg in Germany. Dr. Haring serves as Associate Editor
of the IEEE Robotics and Automation Letters and as Editor
of the Springer ”Women in Robotics” book.
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